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Solid-state defects are attractive platforms for quantum sensing and simulation,
e.g., in exploring many-body physics and quantum hydrodynamics. However, many
interesting properties can be revealed only upon changes in the density of defects,
which instead is usually fixed in material systems. Increasing the interaction strength
by creating denser defect ensembles also brings more decoherence. Ideally one would
like to control the spin concentration at will while keeping fixed decoherence effects.
Here, we show that by exploiting charge transport, we can take some steps in this
direction, while at the same time characterizing charge transport and its capture by
defects. By exploiting the cycling process of ionization and recombination of NV
centers in diamond, we pump electrons from the valence band to the conduction
band. These charges are then transported to modulate the spin concentration by
changing the charge state of material defects. By developing a wide-field imaging
setup integrated with a fast single photon detector array, we achieve a direct and
efficient characterization of the charge redistribution process by measuring the complete
spectrum of the spin bath with micrometer-scale spatial resolution. We demonstrate
a two-fold concentration increase of the dominant spin defects while keeping the T2
of the NV center relatively unchanged, which also provides a potential experimental
demonstration of the suppression of spin flip-flops via hyperfine interactions. Our work
paves the way to studying many-body dynamics with temporally and spatially tunable
interaction strengths in hybrid charge–spin systems.
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Defects in solid state material have become promising quantum information platforms
in developing quantum sensors (1, 2), memories (3), networks (4), and simulators (5, 6).
In addition to the spin degrees of freedom that are most often used due to their valuable
quantum coherence and controllability, the charge degree of freedom attracts increasing
interest due to its influence on the spin state and potential in characterizing and tuning
spin and charge environment (7, 8). The charge state can be manipulated and probed
through either optical illumination (9, 10) or electrical gates (11–13), and it can also
serve as a meter to yield information about the environment (14–17). Combining these
control and detection methods, charge transport has been observed in diamonds with
both sparse (18) and dense (19) color centers. Moreover, nonfluorescent dark charge
emitters can be imaged through carrier-to-photon conversion (20, 21), and the spin-to-
charge conversion has enabled single-shot spin readout (22–24).

In this work, we show that charge transport can be used to manipulate the spin
concentration in materials. Under optical illumination, the in-gap material defects
undergoing cycling transitions of ionization and recombination can continuously pump
electrons from the valence band (VB) to the conduction band (CB). Then, the electrons
diffuse and get captured by other in-gap defects, whose variation in charge state modulates
their spin states, thus affecting both the spin and charge environment simultaneously.
With a home-built wide-field imaging microscope integrated with a fast single photon
detector array and a two-beam pump–probe setup, we observe the charge pumping
and redistribution among different spin defects. By characterizing the double electron–
electron resonance (DEER) spectrum using NV centers in diamond, we show that the
concentration of the dominant paramagnetic (S = 1/2) nitrogen defect, the P1 center, can
be increased by a factor of 2, while an additional, unknown-type electron spin density
can be decreased by a factor of 2.

Tuning the Spin Density through Charge Transport

The sample we study is a diamond grown using chemical vapor deposition (CVD) by
Element Six with ∼10 ppm 14N concentration and 99.999% purified 12C. Various

Significance

Solid-state spin defects are
promising platforms for quantum
sensing and simulation. Although
their spin degrees of freedom
have been extensively studied,
their charge states are also of
critical interest as they set the
defect spin and influence their
coherence time. Here, we exploit
nitrogen-vacancy center
photoionization and charge
transport to tune the density
of the P1 spins in diamonds.
Using the NVs as quantum
sensors of their spin and charge
environment, we demonstrate
a 2x increase in the P1
concentration, while preserving
the quantum sensor coherence.
The charge redistribution is
imaged by a wide-field imager
by measuring the spin
bath spectrum.

Author contributions: G.W., C.L., and P.C. designed
research; G.W. performed research; G.W., C.L., H.T., B.L.,
F.M., F.F.A., W.K.C.S., P.P., F.V., J.L., and P.C. analyzed data;
and G.W. and P.C. wrote the paper with contributions
from all authors.

The authors declare no competing interest.

This article is a PNAS Direct Submission.

Copyright © 2023 the Author(s). Published by PNAS.
This article is distributed under Creative Commons
Attribution-NonCommercial-NoDerivatives License 4.0
(CC BY-NC-ND).
1To whom correspondence may be addressed. Email:
gq_wang@mit.edu, liju@mit.edu, or pcappell@mit.edu.
2Present address: Global Technology Applied Research,
JPMorgan Chase, New York, NY 10017.

This article contains supporting information online
at https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.
2305621120/-/DCSupplemental.

Published August 1, 2023.

PNAS 2023 Vol. 120 No. 32 e2305621120 https://doi.org/10.1073/pnas.2305621120 1 of 7

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 M
A

SS
A

C
H

U
SE

T
T

S 
IN

ST
IT

U
T

E
 O

F 
T

E
C

H
N

O
L

O
G

Y
 M

IT
 L

IB
R

A
R

IE
S 

on
 A

ug
us

t 1
, 2

02
3 

fr
om

 I
P 

ad
dr

es
s 

18
.1

8.
54

.1
5.

http://crossmark.crossref.org/dialog/?doi=10.1073/pnas.2305621120&domain=pdf&date_stamp=2023-08-01
https://orcid.org/0000-0002-1822-8121
https://orcid.org/0000-0002-3019-5887
https://orcid.org/0000-0002-6877-0226
https://orcid.org/0000-0002-3416-1801
https://orcid.org/0000-0002-7841-8058
https://orcid.org/0000-0003-3207-594X
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:gq_wang@mit.edu
mailto:liju@mit.edu
mailto:pcappell@mit.edu
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2305621120/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2305621120/-/DCSupplemental


in-gap point defects including nitrogen-vacancy (NV) centers are
generated through electron irradiation and subsequent annealing
at high temperature. The energy gap of a diamond is 5.5 eV,
prohibiting pumping electrons from the VB to CB through
a one-photon process with visible light sources around 2 eV.
Instead, such a pumping can be assisted by these in-gap defects
including the NV centers (18, 19). Under laser illumination with
sufficient energy, the ionization of the negatively charged NV−
is a two-photon process: It is first pumped to its excited state
and is further ionized to NV0 by transferring one electron to the
diamond CB. The recombination of NV0 is through a similar
two-photon process with the second step pumping an electron
from the valence band to convert the center back to NV− (9).
Such a cycling process generates a stream of electrons and holes
in the conduction and valence bands respectively as shown in
Fig. 1A, which will subsequently transport diffusively to locations
a few micrometers away in a time scale from milliseconds to
seconds (18, 19).

In addition to photoionization, the conversion between
different charge states can happen through direct electron or
hole capture. Accounting for all these effects, the densities of
the negative NV charge states, Q−, e.g., satisfy the equation
dQ−
dt = −k−Q− + k0Q0 + �nnQ0 − �ppQ−, where Q0 is the

neutral NV density, k−, k0 are photoionization rates, �n, �p
are the electron trapping (releasing) rates, and n, p are the
densities of electrons and holes. Similar equations apply to other
defects with the corresponding rate constants set by the laser
intensity and wavelength, as well as the charge state energies
with respect to the CB and VB. The dynamics of the defect
density distribution is further determined by including the
modified diffusion equation for the electron and holes, e.g.,
dn
dt = Dn(∂2n/∂r2 +(1/r)∂n/∂r)+(e− pumping−e−capture),
where the last two terms describe the total rates of electron
generation (pumping) and absorption (capture) in the material,
for example, due to photo(de)ionization or direct electron/hole
capture process.

When considering an (quasi-)equilibrium condition with
(quasi-)static charge state density, the charge state distribution is
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Fig. 1. Tuning the spin density via charge variations. (A) Charge state conversion under laser illumination in a system containing different spin defects (Top).
The charge dynamics is influenced by laser illumination and electron/hole captures by different species (Bottom) (B) Schematic of the experimental setup (Top)
and corresponding NV fluorescence imaging (Bottom) under the illumination of the focused laser beam and the broad laser beam. (C) DEER spectra when both
pump and readout lasers are on for 0.4 ms in each repetition (Fig. 2). The Upper panel shows the measurement under a strong � pulse power (t� = 0.074 μs,
calibrated for the 560 MHz P1 resonance frequency). The Bottom three panels show the measurements under a selective � pulse with low power (calibrated
separately for each resonance frequency). Dark red curves show the total SPAD signal within the red circle shown in B, while the blue curves show the SPAD
signal outside the circle, indicating different concentrations of the spin defects.

set by the local electron and hole densities, as well as the photoion-
ization rate, which can be controlled through photoionization
process. In this work, we focus on studying the substitutional
nitrogen defects N0

s and N+
s , where the neutral charge state N0

s
(P1 center) has a spin S = 1/2 and the positive charge state N+

s
has no spin. In a typical CVD diamond, the density of these
defects is usually one to two orders of magnitude larger than NV
centers, thus contributing to the dominant spin bath (25).

Following the rate model above, the spin density can be
obtained from n[N0

s ] = n[Ns] 
nn

nn+
pp+kN , where constant 
n, 
p

are electron (hole) capture rates and kN is the P1 photoionization
rate only N0

s →N+
s is considered due to insufficient laser energy

for the inverse process in our experiment (19, 26). Then, the spin
density n[N 0

s ] can be tuned through both the photoionization
rate kN and the local charge densities n, p, in turn controlled by
the NV charge cycling process and by charge transport. Previous
studies have reported that the n[N+

s ] in CVD diamond is typically
1 to 10 times more abundant than n[N0

s ] (27), indicating a
potentially large tunable range for n[N0

s ].

Probing the Spin Environment with DEER

To probe the electronic spin environment with high resolution
over both spatial and frequency domains, we combine our new
imaging setup with DEER control techniques.

We built a wide-field imaging setup (28) integrated with a fast
single photon avalanche diode (SPAD) array (29) with a 100-kHz
frame rate and 32×64 pixels (30), as shown in Fig. 1B. A narrow
laser beam (D ∼ 32 μm, 0.5 W) is used for charge pumping,
whereas a broad laser beam (D ∼ 200 to 500 μm, 0.6 W) is
used for fluorescence readout. A static magnetic field B = 239 G
is aligned along one of the four NV orientations. To probe the
various spin species interacting with our NV ensemble, we apply
the DEER sequence (inset of Fig. 1C ) to perform spectroscopy of
the spin bath. As shown in Fig. 1C, the spectrum shows that, in
addition to the expected P1 centers, a substantial concentration
of extra (Ex) defects exist with resonance near g = 2.
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To study the effect of our controlled charge pumping process
(via controlled NV illumination), we analyze the spin concentra-
tion quantitatively from the DEER measurements. In the DEER
experiment (Fig. 2A), the NV acts as a probe of the magnetic noise
generated by the component of the spin bath that is resonantly
driven. More specifically, while the spin echo sequence (alone)
applied on the NV cancels out the interaction with the entire
electronic spin bath, the addition of a spin flip pulse close to
a particular bath-spin resonance recouples the interaction with
only the corresponding spin species. The signal decay is then
composed of a Ramsey-like dephasing characterized by T ∗s , due
to interaction with the recoupled spin species, and an echo-like
decay due to the other spin species, with characteristic time∼ T2.
Thus, the DEER signal has a form IDEER = exp(−T /�) with
1/� = 1/T ∗s + 1/T2, where T is the free evolution time. The
dephasing time T ∗s due to a given spin species s can be calculated
from the rms noise field acting on the NV center due to the spin
dipolar coupling (31, 32), yielding

1
T ∗s

=
2��0�2

B gAgs|�|
9
√

3ℏ
Psns = 0.1455ns, [�s−1] [1]

where gA, gs are g-factors for the central and bath spins, and ns is
the concentration of the spin species s. Ps describes the probability
to invert the spin population, and we set Ps = 1 assuming that
the � pulse for the spin-flip operation is perfect, and bath spins
are assumed to be spin-1/2, thus |�| = 1/2. Here, T ∗s is in units
of μs and ns is in units of ppm.

To extract the bath spin density ns, we experimentally measure
the NV coherence time � under the DEER sequence for each
resonance frequency of bath spin species and fit the exponential
decay to the analytical formula, IDEER. By comparing to the
measured NV spin echo coherence time T2, we extract the value
of T ∗s , from which we obtain the density of the recoupled spin

species ns. In Fig. 2B, we show an example of the comparison
of time evolution experiments with (blue) and without (gray)
recoupling pulse, and with pump laser illumination (red). The
measurements show clear differences in both the coherence times
and signal contrast, revealing the different bath spin density and
NV ionization fraction (see SI Appendix for more details).

Redistribution of Electronic Spin Species under
Laser Illumination

Applying the above techniques to probe our sample with moder-
ate native spin densities and sufficiently coherent NV ensemble,
we report a high-resolution DEER spectrum around g = 2
which reveals a (reproducible) redistribution of the electronic spin
species in diamond under laser illumination. Concretely, a low-
power DEER spectrum reveals multiple resonances (labeled Peak
1 to 6 in Fig. 2E), which includes not only the known P1 (Peak
5 to 6) but also additional resonances (Peak 1 to 4) belonging to
spins dubbed X defects in the literature (31). Thus, comparing
the DEER spectra with and without the strong focused green laser
reveals redistribution of spin species with a preferential increase
for P1 and decrease for X, shown in Figs. 2 C, D, and F.

Controlled variations in the spin bath density are a useful
resource for quantum simulation of many-body physics, as re-
cently proposed (5). Concretely, to further enhance the quantum
simulation capability of NV-P1 systems, we would like to add:
i) a tunable knob over [P1] that is also stable for the duration of
a typical quantum simulation (μs-ms), which, however ii) leaves
intact the coherence properties of the NV centers. The former
capability increases the range of interaction strengths that can be
explored in the quantum simulator, while the latter will at least
keep the same circuit depth/simulation time despite the cost of
enacting (i) which physically leads to a nonequilibrium complex
charge environment.
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Fig. 2. Redistribution of electronic spin species under illumination. (A) Control sequence for charge generation and DEER experiments. (B) Time evolution
of the NV signal under DEER in different sample regions. The red curve is the total signal inside the circle shown in (C), while the blue curve is from outside
the circle. The gray curve is the NV spin echo, that is, without applying the bath � pulse. All the time-dependent signals are fit to an exponential decay
S(T) = c

2 e
−T/� cos(d! T +�0)+ c0, where � = d! T is a time-dependent phase applied to the last NV �/2 pulse to modulate the signal. We set d! = (2�)1 MHz

in all similar experiments in this work. From the fit we extract the signal contrast c and decay time �. (C and D) Imaging of P1 and X density, ns , obtained (Eq. 1)
from the measured DEER coherence time, T∗s = (1/� − 1/T2)−1, with the bath � pulse applied at 590 and 664 MHz, respectively. Here T2 = 5.375 μs is the
NV spin echo coherence time measured by the reference experiment (gray curve in B). (E) Representative DEER spectrum with high-frequency resolution. We
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We now show that we can take steps toward realizing these
two goals via the NV charge cycling and transport process.

Tunable and Stable P1 Concentration in the Dark. In order to
be useful for quantum simulations, we should be able to change
the density of spin defects with illumination but then maintain
it at a stable level over the spin dynamics characteristic timescale
(from μs to ms given typical dipolar interaction strength of
MHz to kHz). To verify that the charge state can be treated
as quasi-static thanks to its long recovery timescale in the dark
(previously evaluated to be due on the ms to seconds timescale)
(18, 19), we experimentally characterize the charge dynamics
including both the generation and recovery processes using the
sequence shown in Fig. 3A. After a fast photoinduced charge
initialization process (characteristic timescale less than 0.05 ms),
the charge state shows a long recovery time, more than tens of
ms, as shown in Fig. 3 B and C. Our results demonstrate the
feasibility and flexibility of manipulating the spin concentration
using charge transport in a quasi-static way. We note that the
measurement of the recovery shape and rate is a characterization
of the underlining material properties including charge mobility,
capture cross-section, tunneling rate, etc. Further quantitative
explanations of such a process require a more comprehensive
study combining different experimental probes and theoretical
insights.

Coherence Time under Varying Spin Density. The coherence
times of NV centers are influenced by the redistribution of the
spin density.

The coherence time of a central single spin (NV) interacting
with a dipolar spin bath can be estimated by assuming the bath
generates a classically fluctuating field (33). The central spin
coherence time under free evolution (Ramsey dephasing) is then
T ∗2 =

√
2


e
√
〈B2

1〉
, while evolution under a spin echo lead to a

coherence time T2 =
(

12�c

2
e 〈B

2
1〉

)1/3
. The mean strength of the

noise field
√
〈B2

1〉 is proportional to the spin density, and the
correlation time �c is set by the flip-flop interaction between
resonant bath spins. Combining the analysis of T2 and T ∗2
provides a characterization of both the density and the correlation
of the spin bath (34) as shown in Fig. 4A. In Fig. 4 B–D, we
measure the spatial distribution of bothT ∗2 andT2 with the pump
laser illumination applied to the central region. The experimental
results show that even though T ∗2 decreases in the central region
due to the increase in the total spin densities (composed of
the increase of P1 density and the decrease of NVH-like defect
density), T2 remains relatively unchanged for all regions.

One potential explanation for such an intriguing phenomenon
is based on the suppression of flip-flop rates of different spin
species due to hyperfine interactions and Jahn–Teller (JT)
orientations, which introduce energy mismatch in the two-spin
flip-flop subspace. Such an effect was discussed in refs. 33 and
35 and was recently revealed by first-principles calculations in
ref. 36. In the flip-flop subspace spanned by the states |0〉 = |↑↓〉
and |1〉 = |↓↑〉, the interaction Hamiltonian is simplified to
Hsub = ��z +C⊥�x with 2� the energy difference between states
|0〉 and |1〉 and C⊥ the transverse coupling strength. Taking into
account the dephasing rate Γd , the bath correlation time �c is
then given by 1/�c ∼ Rij

ff,0 = (C ij
⊥
)2Γd/(Γ2

d + �2) (33). The
different nuclear spin states and JT orientations |m〉 suppress
the flip-flop rate as they induce the energy mismatch �m
between |↑↓〉 ⊗ |m1〉 and |↓↑〉 ⊗ |m2〉 (�m � Γd ). Intuitively,

we can define a suppression factor �, in comparison to the
unsuppressed flip-flop rate Rff,0, by summing over all cases of

|m〉 such that Rij
ff = (C ij

⊥
)2

Γd
∑

m
1
M

Γ2
d

(Γ2
d+�

2
m)

= �Rij
ff,0. M is the

number of nuclear spin states and JT orientations as shown in
Fig. 4E*. Numerical calculations give the suppression factors for
different spin defects �P1 ≈ 0.208, �NVH ≈ 0.353 assuming
Γd = (2�)1 MHz (see SI Appendix for different approaches to
calculating �).

With large hyperfine interaction, the electronic spin flip-flop
of P1 is more suppressed than other defects, especially those
appearing near g = 2. Thus, the contribution to the change ofT2
time due to density decrease of NVH-like spin defects (∼2.5 ppm
to∼1.6 ppm, extracted from Fig. 2D which contributes≲ 1/2 of
the total NVH-like defect density) could compensate the larger
amount of P1 increase (∼2 ppm to ∼4 ppm, extracted from
Fig. 2C, which contributes 1/4 of the total P1 density). Our
experiments present an observation of different suppressions of
the noise contribution as predicted by the recent work (36). We
note that the measured T ∗2 in Fig. 4C is shorter than what we
predict from the total spin density (T ∗2 is predicted to be∼1.1 μs
for the outer region given by the characterized spin densities).
We attribute such a discrepancy to the magnetic or electric field
inhomogeneity generated by the charge transport, which creates
a local current induced by the laser on–off during the sequence
repetitions and electron–hole separation due to their different
diffusion constants (see SI Appendix, 37, 38).

Discussion on the Identification of X

Even though we cannot uniquely identify the X spins, we can
still draw a few conclusions based on experiments and theoretical
calculations. Peaks 1, 2, 4 in Fig. 1C and Fig. 2F show a larger
contrast decrease in the central region than peak 3 at the g = 2
frequency. The widths and contrasts of peaks 2, 4 are similar,
and both are larger than peak 3. Based on this, we conclude
that we have at least two spin species, peaks 1, 2, 4 belonging
to X1 and peak 3 belonging to X2. Comparing the spectrum
features with simulations shown in SI Appendix based on reported
values of various spin defects in CVD diamond (25, 39–45),
X1 is possibly the NVH− defect and X2 can be any g = 2
spin defect without hyperfine splitting, such as a simple vacancy
V− (or a spin with a weak hyperfine such as VH−2 ). Different
from the increase of P1 due to the electron capture of the
N+

s , the decrease of X1 and X2 can be induced by the hole
capture process or direct photoionization. For NVH−, the hole
capture process converts it to a spin-1 state NVH0. Using
first-principle calculations, we obtain the zero-field splitting of
NVH0 as D = 2.290 GHz, which predicts the spin resonance
frequencies. However, no significant signals are observed at these
frequencies, potentially indicating the defect (if it indeed exists)
is further ionized (see SI Appendix). Indeed, the laser energy
532 nm = 2.33 eV used in our experiment is larger than the
first-principle predicted excitation (1.603 eV) and ionization
(2.27 eV) energies for NVH0. Further identification of these
defects can be achieved by varying the excitation laser frequencies
to characterize their transition energies and comparing them
to first-principles calculations of the defect energy levels. We
note that the NVH defects are common in CVD-growth
diamonds due to the use of CH4/H2 gas mixtures in the

*Here, we assume that the nuclear spin is in a fully mixed state such that different states
|m〉 contribute in an equal probability. The magnetic field is aligned along JT1 orientation
such that JT2, 3, 4 orientations are degenerate.
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Fig. 3. Lifetime of charge states. (A) Experimental sequence to probe the charge dynamics. To measure the generation of charges via their effect on P1
density, we apply a short 40-μs pump laser pulses to better capture the fast charge-generation process. The laser is followed by an echo and a DEER sequence
that measure the P1 concentration (DEER) and calibrates it against the NV coherence (echo). The echo/DEER is further calibrated by repeating the sequence
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long wait time of 0.2 s is used between different repetitions to ensure sufficient charge recovery. The broad beam is used for readout, and its effects on charge
dynamics can be neglected due to the low intensity. (B) Evolution of the DEER contrast IDEER in the central (red circle in C) and outer regions during and after
the charge pumping. (C) The contrast IDEER at various recovery times. All experiments in this figure are performed with 160,000 repetitions.
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Fig. 4. Coherence time imaging. (A) Ramsey and echo sequences to probe the spin density and flip-flop rates of the spin bath surrounding the NV probe. (B)
Coherence time under Ramsey and echo experiments. The complete sequence, including laser pulses, is similar to Fig. 2A. Each data point is the fitted decay
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decrease is observed in the pump beam region (see the range of the color bar). (D) Echo coherence time T2 imaging. A small coherence-time decrease is
observed in the central region. (E) Analytical model for the suppression of the electronic spin flip-flop rate.

diamond growth (40), and vacancies can be generated during the
electron irradiation and annealing process to form NV centers
(46, 47).

Discussions and Conclusions

We propose and demonstrate the manipulation of spin concen-
tration in diamonds through charge transport. Making use of
the redistribution of the photoinduced charges over different
spin species with different flip-flop suppression, the coherence
time of the probe (NV) spin is relatively unchanged. Besides
characterizing the steady states of the system under repetition of
the sequence, we demonstrate the feasibility of characterizing the
charge dynamics. Our work provides a flexible tool to characterize
materials, including both the charge and spin dynamics by
measuring the DEER spectrum.

In recent years, solid-state defects have shown potential in ex-
ploring hydrodynamics, aiming to bridge the gap between micro-
scopic quantum laws and macroscopic classical phenomena (5).
The natural dipolar interactions in the spin ensemble serve as
a versatile platform to engineer and characterize many-body
quantum spin systems (5, 48). Our work provides approaches to
temporally and spatially tune the spin concentration in these spin
transport experiments in the same material while maintaining the
spin coherence time. Moreover, introducing the charge degree
of freedom into the system provides a more flexible platform
to engineer a many-body system with two coupled transport
mechanisms (5, 49, 50). For example, with the capability of
reading out an array of pixels in a fast and parallel manner,
our experiment provides a platform to study the spin transport
described by ∂tP(t, Er) = D(t, Er)∇2P(t, Er) − P(t, Er)/T1 +
Q(t, Er) with a temporally and spatially varying diffusivity
D(t, Er).

Further integrating our setup with a wavelength-tunable
laser could reveal the defect energy levels with respect to the
material energy bands more precisely, allowing the identifi-
cation of various defects when combining experiments with
first-principles calculations. Such a fingerprint enables a more
complete reconstruction of the local charge and spin envi-
ronment (12, 51, 52). Combining the charge density control

with spin-to-charge conversion (53) paves the way to coherent
transport of quantum information through charge carriers (49)
and on-demand generation of other quantum spin defects (54).
Besides, improving the optical tunability of local charge density
is promising for developing charge lens through laser beam
patterning (55).

Materials and Methods

Ab Initio Calculations of the Vacancy Defect Spin Hamiltonian. We
implemented ab initio calculations of the NVH0 and VH0

2 defects in diamond.
The defect structure is simulated by the supercell method (56) using a
3 × 3 × 3 cubic supercell (with 216 atoms). The calculation used density
functional theory (DFT) and projector-augmented wave (PAW) method carried
out through Vienna abinitio simulation package (VASP) (57, 58). A generalized
gradient approximation is used for exchange-correlation interaction with the PBE
functional (59). The cutoff energy is set as 400 eV, and a 3× 3× 3 k-point mesh
is sampled by the Monkhorst–Pack scheme (60). The defect structure is fully
relaxed with a residue force on each atom less than 0.01 eV/Å, and the electronic
energy converges to 10−7 eV. The zero-field splitting is then calculated from
the DFT electronic ground state using (61):

Dab = �0g
2
e�

2
p+q∑
i<j

�ij〈Ψij(r1, r2)|
r2�ab − 3rarb

r5
|Ψij(r1, r2)〉.

The calculated Dab of NVH0 is

Dab(NVH
0) =

−0.76 0 0
0 −0.76 0
0 0 1.53

 GHz,

where the z-axis is set as the C3v axis of NVH0. The calculated Dab of VH0
2 in

the cubic axis (the axis is along the three lattice vectors of the cubic supercell of
diamond, and we make the two hydrogen atoms in xz-plane) is:

Dab(VH
0
2) =

−0.40 0 2.21
0 0.79 0

2.21 0 −0.40

 GHz,
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